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基于机器学习算法预测缺血性心脏病住院费用的
在线应用的构建*
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  [摘要] 目的 构建基于机器学习算法的缺血性心脏病患者住院费用在线预测应用。方法 选取2022
年1月1日至12月31日在汕头大学医学院第二附属医院诊治并出院的1

 

332份缺血性心脏病患者住院病案

进行研究。采用logistic回归、支持向量机、回归树、随机森林、神经网络、极限梯度提升(XGBoost)等统计学模

型进行计算,比较各个模型在建模组及验证组的效能指标,以获取最优的统计学模型。使用ShinyApp工具将

所选模型转化为在线应用,以便于实际应用和推广。结果 重症监护治疗、疾病诊断数量>5个、经皮冠状动脉

介入治疗(PCI)、住院时间为缺血性心脏病患者住院费用的独立影响因素(P<0.05)。验证组中,6个模型受试

者工作特征(ROC)曲线的曲线下面积(AUC)比较,由大到小依次为 XGBoost(AUC=0.932)、神 经 网 络

(AUC=0.931)、随机森林(AUC=0.928)、支持向量机(AUC=0.928)、logistic回归(AUC=0.924)、回归树

(AUC=0.916)。结论 通过机器学习算法建立高精准度的预测模型,可提供精准的医疗服务,制订合理的诊

疗路径,提高诊疗服务效率。
[关键词] 机器学习;缺血性心脏病;住院费用;在线应用
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  缺血性心脏病作为心血管疾病中最重要的临床 类型之一,发病率与死亡率居高不下,不仅会降低患
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者的生活质量,给家庭带来沉重的经济负担,也会对

国家医疗保险基金产生巨大压力[1]。鉴于影响住院

费用的因素众多,寻找可控的影响因素有助于通过规

范医疗管理,减少不必要的医疗费用。目前国内对住

院费用的研究主要采用2种方法,即传统统计方

法[2-3]和机器学习方法[4-5]。由于医疗数据通常具有

多维性和复杂性,未经适当处理的数据难以适用于传

统统计学方法。机器学习算法以其卓越的性能、灵活

的扩展能力及对数据分布的高度适应性,在医学研究

中受到越来越多的重视[6]。然而,运用机器学习算法

构建住院费用的在线预测应用尚属少见。本研究采

用6种不同的机器学习算法构建缺血性心脏病住院

费用的预测模型,并通过比较这些算法在预测性能上

的差异,筛选出最优预测方法,并由此构建在线应用

系统,现报道如下。
1 资料与方法

1.1 一般资料

选取2022年1月1日至12月31日在汕头大学

医学院第二附属医院收治并出院的缺血性心脏病患

者住院病案进行研究。排除标准:(1)患者年龄<18
岁或>90岁;(2)住院时间<24

 

h;(3)在1年内重复

住院且非首次住院的病案。经过筛选,共有1
 

332份

病案纳入分析,研究人员逐一对病案进行审核和确

认。纳入资料包括患者年龄、性别、婚姻状况、常住

地、付费方式、入院途径、是否有转科、是否接受重症

监护、是否抢救、病例分型、主要诊断分型、合并诊断

数量、是否有并发症、病例分型、住院时间及住院费用

等。本研究已通过汕头大学医学院第二附属医院伦

理委员会审批(审批号:2022-114号)。
1.2 方法

根据患者总住院费用的中位数将患者分成两组,
根据变量的分布特征采用不同的统计方法对两组间

的变量进行比较。将组间差异有统计学意义的变量

纳入最小绝对收缩和选择算子(least
 

absolute
 

shrink-
age

 

and
 

selection
 

operator,Lasso)回归分析,进一步

筛选变量。采用logistic回归、支持向量机、回归树、
随机森林、神经网络、极限梯度提升(extreme

 

gradient
 

boosting,XGBoost)等统计学模型进行计算,比较各

个模型在建模组及验证组的效能指标,以获取最优的

统计学模型。使用ShinyApp工具将所选模型转化为

在线应用,便于实际应用和推广。
1.3 统计学处理

采用SPSS21.0及 R4.04软件进行统计分析。
符合正态分布和方差齐性检验的计量资料以x±s表

示,组间比较采用t检验。不符合正态分布和方差齐

性的计量资料以 M(Q1,Q3)表示,组间比较采用秩和

检验。计数资料以例数或百分比表示,组间比较采用

χ2 检验。采用受试者工作特征(receiver
 

operating
 

characteristic,ROC)曲线和曲线下面积(area
 

under
 

the
 

curve,AUC)分析预测效能。以P<0.05为差异

有统计学意义。
2 结  果

2.1 研究对象基本情况

本研究共纳入1
 

332例缺血性心脏病患者,男
946例(71.0%),女386例(29.0%);患者平均年龄为

(64.1±11.5)岁,≥60 岁 的 老 年 患 者 899 例

(67.5%);1
 

120例(84.1%)患者为门诊入院;急性心

肌梗死513例(38.5%),心绞痛369例(27.7%),其
他诊断分型450例(33.8%);863例(64.8%)出现相

关并发症;1
 

060例(79.6%)行冠状动脉造影;689例

(51.7%)行经皮冠状动脉介入治疗(percutaneous-
transluminal

 

coronary
 

intervention,PCI);患者总住

院费用为21
 

335.0(9
 

271.8,30
 

591.5)元。
2.2 不同住院费用分组比较

以总住院费用的中位数作为截断界值将患者分

成高费用组和低费用组,两组性别、门诊入院、首次入

院、转科、重症监护治疗、抢救、病例分型为C/D、主要

诊断类型、疾病诊断数量、并发症、冠状动脉造影、
PCI、住院时间等变量比较,差异有统计学意义(P<
0.05),见表1。
2.3 Lasso回归的变量筛选

运用Lasso回归对13个组间比较差异有统计学

意义的变量做正则化分析,最终筛选获得4个变量,
即重症监护治疗、疾病诊断数量>5个、PCI、住院时

间,见图1。

表1  影响患者住院费用的单因素分析

项目 高费用组(n=666) 低费用组(n=666) χ2/Z P

男/女(n/n) 512/154 434/232 22.193 <0.001

年龄[M(Q1,Q3),岁] 65(57,72) 65(57,72) 0.019 0.985

老年(n) 447 452  0.086  0.770

已婚(n) 653 644 2.377 0.123

常住地为本市(n) 462 464 0.014 0.905

付费方式为自费(n) 47 56 0.852 0.356

门诊入院(n) 522 598 32.402 <0.001

2941 重庆医学2025年6月第54卷第6期



续表1  影响患者住院费用的单因素分析

项目 高费用组(n=666) 低费用组(n=666) χ2/Z P

首次入院(n) 461 359 33.008 <0.001

转科(n) 494 98 476.805 <0.001

重症监护治疗(n) 506 85 539.092 <0.001

抢救(n) 520 133 449.928 <0.001

病例分型为C/D(n) 663 634 24.677 <0.001

主要诊断类型(n) 298.798 <0.001

 急性心肌梗死 401 112

 心绞痛 155 214

 其他缺血性心脏病 110 340

疾病诊断数量>5个(n) 414 355 10.710 0.001

并发症(n) 450 413 4.505 0.034

冠状动脉造影(n) 637 423 211.571 <0.001

PCI(n) 594 95 748.644 <0.001

住院时间[M(Q1,Q3),d] 7(6,10) 5(3,7) 14.158 <0.001

图1  Lasso回归分析变量筛选

2.4 多因素logistic回归分析

将Lasso回归分析筛选所得的4个变量纳入多

因素logistic回归分析,结果显示4个变量均为缺血

性心脏病患者住院费用的独立影响因素,见表2。
表2  多因素logistic回归分析

项目 β OR 95%CI P

重症监护治疗 1.734 5.661 3.891~8.236 <0.001

疾病诊断数量>5个 0.540 1.717 1.167~2.527 0.006

PCI 3.481 32.504 21.978~48.071 <0.001

住院时间 0.168 1.182 1.120~1.249 <0.001

2.5 各模型在建模组的效能评价

将患者随机分成建模组(约占总患者数的70%)
和验证组(约占总患者数的30%),两组间相关变量比

较,差异无统计学意义(P>0.05)。建模组中,6个模

型ROC曲线的AUC比较,由大到小依次为XGBoost
(AUC=0.961)、神经网络(AUC=0.954)、随机森林

(AUC=0.952)、logistic回归(AUC=0.949)、支持向

量机(AUC=0.947),回归树(AUC=0.929)。验证

组中,6个模型ROC曲线的 AUC比较,由大到小依

次为 XGBoost(AUC=0.932)、神经网络(AUC=
0.931)、随 机 森 林 (AUC=0.928)、支 持 向 量 机

(AUC=0.928)、logistic回归(AUC=0.924)、回归树

(AUC=0.916),见表3、4。
表3  各模型在建模组的效能评价

项目 AUC 准确度 精确度 灵敏度 特异度 截断值

logistic回归 0.949 0.880 0.904 0.865 0.896 0.5

回归树 0.929 0.874 0.857 0.891 0.859 0.5

支持向量机 0.947 0.884 0.856 0.911 0.860 0.5

随机森林 0.952 0.897 0.881 0.913 0.881 0.5

神经网络 0.954 0.899 0.906 0.896 0.902 0.5

XGBoost 0.961 0.900 0.870 0.928 0.874 0.5

2.6 在线应用的构建和使用
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成功构建在线预测应用并生成网页链接。终端

设 备 都 可 通 过 访 问 网 址 (https://hgh-163.shin-
yapps.io/shiny_IHD)对缺血性心脏病患者的住院费

用进行预测,见图2。

图2 在线应用截图

表4  各模型在验证组的效能评价

项目 AUC 准确度 精确度 灵敏度 特异度 截断值

logistic回归 0.924 0.857 0.889 0.828 0.889 0.5

回归树 0.916 0.885 0.857 0.900 0.873 0.5

支持向量机 0.928 0.885 0.857 0.900 0.873 0.5

随机森林 0.928 0.883 0.862 0.891 0.876 0.5

神经网络 0.931 0.872 0.873 0.864 0.881 0.5

XGBoost 0.932 0.888 0.857 0.905 0.873 0.5

3 讨  论

  Lasso回归作通过引入B 的绝对值之和作为惩

罚项,有效地减少了模型的复杂性和过拟合风险。其

能够将某些特征变量的B 压缩至零,从而实现变量的

选择和缩减[7]。这种方法不仅增强了模型的稳定性

和鲁棒性,也有助于解决自变量之间的多重共线性问

题,在临床和基础医学研究中得到了广泛应用[8]。本

研究通过Lasso回归分析,确定了影响缺血性心脏病

住院费用的4个关键因素。PCI是影响住院费用的最

主要因素,这与李洪坤等[9]、黄果等[10]的研究结果一

致。重症监护治疗和疾病诊断数量>5个表明患者病

情更为严重,需要更多的医疗资源,从而增加住院费

用。此外,住院时间的增加也会导致住院费用的增

高,这与此前相关研究结论一致[11-12]。
机器学习是应用统计分析算法对训练数据进行

分析,利用获得的经验改进并分析算法,创建模型以

实现对结果的预测[13-14]。相较于传统统计学处理,机
器学习算法构建的模型具有更高的模型拟合度及准

确度,近年来已被应用于多种疾病的临床研究分

析[15]。本研究通过比较6种机器学习算法构建预测

模型的各项效能指标,发现logistic回归、神经网络、
随机森林、回归树、支持向量机、XGBoost模型在验证

组的 准 确 度 分 别 为 0.857、0.872、0.883、0.885、

0.885、0.888,AUC 分 别 为 0.924、0.931、0.928、

0.916、0.928、0.932,XGBoost模型的准确度、灵敏

度、AUC均为最高,是本研究中预测效能最优的统计

学模型。XGBoost是基于梯度提升的集成学习算

法[16],其目标是通过不断学习将弱分类器通过某种策

略进行融合以得到更加强大的分类器[17]。作为一种

新型高效的算法,XGBoost的关注度和应用价值正不

断提 升,已 广 泛 地 运 用 于 医 药 领 域 的 数 据 分 析

项目[18]。
随着社会经济的不断进步,医疗需求持续增长,

不可避免地导致医疗支出上升。2020年,中国的卫生

总费用占国内生产总值的7.12%[19]。在医疗费用增

长中,住院费用的上升尤为明显,其对医疗秩序产生

了不利影响。缺血性心脏病作为一种常见的心血管

疾病,发病率和死亡率较高,但随着医疗技术的提升,
已经可以通过PCI进行较好的治疗[20]。医院可以通

过规范临床路径管理,严控相关治疗及手术指征,减
少过度医疗行为,明确耗材使用数据的合理性指标,
监测医用耗材的合理使用,从而控制住院费用的增

长。同时,提高医疗技术水平,优化资源利用,实现医

疗质量全程管理,可以在保证治疗效果的前提下,尽
量减少低效和无效的住院时间[21]。此外,还可以利用

机器学习算法的强大功能,实现医院管理的智能化和

自动化,提高医院绩效管理、医疗质量和费用管控的

工作效率,积极探索基于机器学习算法在医院信息化

系统建设中的应用[22-23]。机器学习算法模型的临床

应用较为困难[24],而本研究将构建的模型转换成在线

应用[25],用户可以通过访问特定网址来使用这一模

型。这种在线应用不仅具备临床操作的便捷性,还具

有良好的可访问性,临床实用价值和便携性较高,适
合在临床实践中推广使用。

综上所述,通过机器学习算法建立高精准度的预

测模型,可提供精准的医疗服务,制订合理的诊疗路

径,提高诊疗服务效率,加强成本管控能力,有助于控

制医疗费用的不合理增长。
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